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One Function of Two Random Variables

Given two random variables X and Y and a function ¢(z,y),
we form a new random variable Z as

Z = p(X,Y).

Given the joint p.d.f. f(x,y) of X and Y, how does one obtain
the p.d.f. fz(z) of Z7



© Discrete Case

© Continuous Case



Discrete Case

Assume the joint p.f. of random variable (X,Y") is given by Table

1o 1 2 3 4 5

0 0.01 | 0.03 | 0.05 | 0.07 | 0.09
0.01 | 0.02 | 0.04 | 0.05 | 0.06 | 0.08
0.01 | 0.03 | 0.05 | 0.05 | 0.05 | 0.06
0.01 | 0.02 | 0.04 | 0.06 | 0.06 | 0.05

WIN| = Ol

Determine the probability functions of (a) X +Y, (b) min(X,Y)
and (c) max(X,Y).

.




Discrete Case

Solution. (a) The possible outcomes of X + Y are:
0,1,2,3,4,5,6,7,8. Then

P(X+Y =0)=P(X =0,Y =0) =0,
B(

PX+Y=1)=P{X=0Y=1}U{X=1Y =0})
—P(X=0Y=1)+P(X=1Y =0)
= 0.01 + 0.01 = 0.02,

PX+Y=2)=P{X=0,Y=2}U{X=1Y=1}U{X=2Y =
=P(X=0Y=2+PX=1Y=1)+P(X=2Y:
— 0.03 4 0.02. + 0.01 = 0.06.

Similarly, we can calculate other probabilities.

X+Y [0 |1 2 3 4 S 6 7 8
P 0 |0.02]0.06|013]0.19|0.24|0.19|0.12 | 0.05




Discrete Case

(b) The possible outcomes of min(X,Y") are: 0,1,2,3. Then
P(min(X,Y) =0)

:=PQX:OJ@:%u{X:03@=ﬁu@¥=myz1}
U{X=0Y =0}U{X =1,Y =0} U{X =2,Y =0}
ULX:3J/:O}U£X:4J’:0}ULX:5J/:OD

=P(X=0Y=3)+P(X=0Y=2+P(X=0Y=1)
+P(X=0Y=0+P(X=1Y=0+P(X=2Y =0)
+P(X=3Y=0+P(X=4Y=0)+P(X=5Y =0)
= 0.01 + 0.01 + 0.01 + 0 + 0.01 + 0.03 + 0.05 + 0.07 + 0.09 = 0.28.

Other probabilities can be calculated similarly.

min(X,Y) | 0 1 2 3
P 0.28 | 0.30 | 0.25 | 0.17




Discrete Case

(c¢) The possible outcomes of max(X,Y) are: 0,1,2,3,4,5. Then

P(max(X,Y)=0) = P({X =0,Y =0}) =0.

Pmax(X,Y)=1)
PH{X=1Y=0U{X=0Y=1}U{X=1Y=1})
PX=1Y=0+PX=1Y=1)+P(X=1Y=0)
0.01 4 0.02 4+ 0.01 = 0.04.

Other probabilities can be calculated similarly.

max(X,Y) | 0 1 2 3 4 5
P 0 0.04 | 0.16 | 0.28 | 0.24 | 0.28




Discrete Case

It is often important to be able to calculate the distribution of
X 4+Y from the distributions of X and Y when X and Y are
independent.

Theorem

If X andY are independent discrete random variables, then X +
Y has probability function

px+y(n) =Y px(k)py(n - k). (1)
k

<

The function px .y is called the convolution of px and py, and
is written as

PX+y = PX *DPy.







Discrete Case

Assume X and Y are independent, and X ~ B(ni,p), ¥ ~
B(ng,p). Prove X +Y ~ B(ni + na,p).

Proof.
P(X+Y =k) ZP =k—Fk)
— n _ o
_ Z < > ) 1—k1 (k _zk )pk kl(l_p) o—k+ky
E1=0 L
_ k _ n1+n2 k
o kzo (kl) (k kl)
_[(mtn2) & n1tno—k _
_< k )p (lip) ) k_051727'“7n1+n2-

Thus X +Y ~ B(nj + ng,p). O



Discrete Case

Assume X and Y are independent, and X ~ P(\), Y ~ P(u).
Prove X +Y ~ P(A + p).

Solution. X + Y has the following probability function:

P(X+Y =n)= iP(X:k,Y:n—k): iP(X:k)P(Y:n—k)

k=0 k=0
= zn:efk)\—kef“ prt = ¢ Otm z": 7)\kun*k
k! (n —k)! kl(n — k)!
k=0 k=0
e~ (M) n)

— g )\k n—k
nl kzok!(n—k)! a

Thus, X 4+ Y has a Poisson distribution with parameter
A+ . O



Distribution Functions of Multiple Random Vectors

Proposition

(i) If X1, Xo, -+, X, are independent and X; has a Bernoulli

distribution with parameter p, fori=1,2, --- ,n, then we have:
n
ZXZ NB(?’L, p)7 fO’f’ n= 1’2""
i=1

More generally, if X1, Xa, -+, X, are independent, and X; ~
B(ni,p), i =1,2,---,m. Then X; + X9+ ---+ X;, ~ B(n1 +
ng + -+ Ny, P).

(ii) Assume X1, X, -+, X,, are independent, and X; ~ P(\;),
i=1,2,---.n. Then X1+ Xo+ -+ X5y ~ P(A1 + -+ \p).

v
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Let X and Y be random variables having joint p.d.f. f(z,y).
Let Z be given by Z = ¢(X,Y’), where ¢ is a real-valued
function whose domain contains the range of X and Y.

In order to determine the p.d.f. of Z, we need to find the d.f. of
Z first. Thus

where
A, ={(z,y)le(z,y) < 2}.
Thus fz(z) = F'(2).



In this section, we mainly concern the cases when
e(X,Y)=X+Y, min(X,Y) and max(X,Y).

1. The case of X+ Y
Set Z =X +Y. Then
A, ={(z,y)lz +y < 2}

is just the half-plane to the lower left of the line x +y = z. Thus

Fy(2) = //f(%y)dwdy: /_Z (/H: f(x,y)dy)d:v-
AL

—00

Make the change of variable y = v — x in the inner integral.
Then



Fz(2) :/_Z (/_; f(:c,v—a;)dv)dw
:/_;(/_Zf(x,v_x)dx)dv,

where we have interchanged the order of integration. Thus the
density of Z = X 4+ Y is given by

fz(2) = fx4v(z / f(x,z—x)d —00 < 2 < 0.
(2)

If X and Y are independent, then equation (2) can be rewritten
as

fx+v(z / fx(z)fy(z — x)dz —0<z<00. (3)







That means the density of the sum of two independent random
variables is the convolution of the individual densities.
Equation (3) can be written as

fx+y = fx * fr.



Let X and b‘é two independent random variables, uniformly
distributed in the same interval [0, 1]. Compute the distribution
of X 4+ Y, and compare with the distribution of 2.X.

Solution. The density of X is
1 if 0,1 0 - % = )
fX(x) _ { 1 * & ( ’ )7 0[,‘7#5;\‘ L_\

0 otherwise.

The density of Y is the same. Thus fxyy(z) =0 for z < 0. For
z >0,

1 f0<xe<], 0<z—2<1,

0 otherwise.

fx(@)fy(z—=) = {





Hed!
If 0 <z <1, then {

s
+o0 1 z
fxyv(z) = / fx (@) fy(z - x)dx = /0 ldz = .

— 0o
If 1 < z <2, then

—+00

1
fxyv(z) = fx (@) fy(z —x)dx = /_1 lde =2 —z.

If 2 < z < oo, then

+0c0 z
fx+y(z) = / fx(@)fy(z —z)dx = / Odz = 0.

oo 0





In summary,

z if 0<2z<1,
fxev(2)=42—2 ifl1<2<2,
0 elsewhere.

But, obviously,

0 otherwise.

fax() = {1/2 if z € (0,2),

It is because X and Y are independent, but X and X are
not. L]



Let X and Y be independent random variables, which have ex-
ponential distributions with parameter A\; and Ay respectively.
Find the distribution of X + Y.

Solution. Let the distributions of X and Y be respectively

e M forz > 0, doe~22Y  for y >0,
T) = and =
Ix(@) {o for £ < 0, fr) {0 for y < 0.

For z < 0, we have fxiy(z) =0. For z > 0,
Ixiv(2) = / Are M e 2ET2) g
0

z
:>\1A26_)\2z/ e(—A1+>\2)de
0

_ A oM
A2 — A1

o 67)\22).



Example

Let X and Y be independent random variables having the re-
spective normal densities N (u1,07) and N(ug,03). Prove X +Y
has the normal distribution N (u1 + o, 0% + 03).

v
1

If X ~ N(u1,02), Y ~ (u2,02) and X LY, then {

aX +bY + ¢ ~ N(ap + bug + ¢, a’0? + b*03),

where a,b are constants.














Continuous Case

Corralary

Assume X1, Xo,-++, X, are independent, and X; ~ N(u;,0?),
fori=1,---,n, then

n n n
Z a; X; ~ N( Z a; g, Z a?a?) .
i=1 i=1 i=1




By using similar ways of finding the p.d.f. of X +Y, we can
obtain the probability density functions of X — Y, X - Y and
X/Y.

(1) Let Z =X —Y. Then the p.d.f. of Z is

+oo +oo
fz(z) = / fz,z — z)dz = f(z+y,y)dy.

If X and Y are independent, then
+oo

+o0
f2(2) = / fx(@) fr (@ - 2)dz = / fx(z + ) fr @) dy.

—00 —00



(2) Let Z =X -Y. Then
—+o00 1 +0o0 1
fe2)= [ taefa) o= [ il dy
—o0 || —o0 ly|
If X and Y are independent, then
+oo

+o0
F) = [ ax@)relngde = [ e



(3) Let Z = X/Y. Then

+oo T +oo
0= [ @G = [ pwz iy

—00 —00
If X and Y are independent, then

—+o0 |$| “+oo

fz(z) = fX(CU)fY(CU/Z)gdx = Ix(yz) fy (v)lyldy.

—00



2. The case of max(X,Y)

Set
X for X >,
Z =max(X,Y) = {Y fz X<Y
. - % - &
We have h\/’i\: f}u;}’\, F, ‘H\ 9&(1 q\; 3

Fz(z) = P(max(X,Y) < 2)
=P(X<zY<2)
= F(z,2).







Fz(2) =P(X <2Y <2)=F(z2).
If X and Y are independent, then

Fz(z) = P(X < 2)P(Y < 2) = Fx(2)Fy(2) (4)
and hence

f2(2) = Fx(2)fr (2) + fx (2) Fy (2). (5)



If X and Y are independent and have identical distribution
function F' and probability density function f, then equation
(4) becomes

Fz(2) = [F(2)]*. (6)

Equation (5) becomes

fz2(2) = 2F(2) f(2). (7)



3. The case of min(X, Y)

Set
Y for X >Y,

W:mmxm:{Xme<Y

Thus,

Fy(w) = P(min(X,Y) < w)
= P{Y <w,X >Y}U{X <w, X <Y)}).



Since the event {min(X,Y’) < w} contains many cases, we
consider its complement. Thus

Fy(w)=1—Pmin(X,Y)>w)=1-P(X >w,Y > w)
= Fx(w) + Fy(w) — Fxy(w,w).

If X and Y are independent, then

Fy(w)=1—P(X >w)P(Y >w) = 1—[1— Fx(w)][l — Fy(w)].
(8)

If X and Y are independent and have the same distribution
function F' and probability density function f, then

Fy(w) =1—[1 - F(w)]?.

And /
fw(w) = Fyy(w) = 2[1 = F(w)] f(w). (9)



Suppose that X; ~ Ezp(a), Xo ~ Exp(f) and X1 1L Xo. Let Z =
max(X,Y) and W = min(X,Y). Determine the distributions of
Z and W.

Solution.  Since X; ~ Ezp(a) and Xo ~ Exp(p),

Fx(l') =

1—e " f
{ e or x > 0, and Py (y) =

1—e B fory>0,
0 for x <0

0 for y < 0.
By using equation (4), we get

(1—e @) (1 —eP*) for z >0,
0 for 2 <0

Fz(z) = Fx(2)Fy(2) = {



and hence

ae~%% 4 Be—ﬁz — (a s /8) (a+p)z for z > 0,
fz(2) = 0

for z < 0.
By using equation (8), we can obtain

1—e@Bv  for >0,
0 for w < 0,

Fw (w) = 1-[1-Fx (w)][1-Fy (w)] = {

and hence

(a4 Ble~@tBw  for > 0,
0 for w < 0.

fw(w) = {

ie., W~ Exp(a+ fB). O]



Thank you for your
patience !
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